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Chapter 2

Abstract

Time series data is ubiquitous across scientific, industrial, and economic domains, yet its
interpretation often remains a domain-specific and expert-driven task. In recent years, the
emergence of large language models (LLMs) has sparked a growing interest in their ability to
reason over structured and unstructured data. This thesis investigates the role of language
models in enhancing the interpretability and analysis of time series, with a particular focus on
the novel task of time series captioning—automatically generating natural language descriptions
of temporal patterns.

While early attempts in this domain have laid foundational work, they typically rely on synthetic
datasets or overlook the rich contextual and visual cues accompanying real-world time series. To
address this gap, we introduce CaTS-Bench, a large-scale, multimodal benchmark for Context-
aware Time Series captioning and understanding. CaTS-Bench is constructed from 11 real-world
datasets spanning various domains, reformulated as both captioning and question-answering
(Q&A) tasks. Each instance in the benchmark comprises a numeric time series segment,
structured metadata, a line-plot image, and a reference caption generated by an oracle LLM.
Furthermore, a curated set of 460 multiple-choice questions probes deeper levels of reasoning,
challenging models to understand trends, outliers, causality, and temporal dynamics.

Alongside the dataset, this thesis proposes novel evaluation metrics tailored to temporal reasoning
and linguistic fidelity. We conduct a thorough empirical study of state-of-the-art vision-language
models (VLMs) and LLMs, highlighting their capabilities and limitations in interpreting temporal
data when given multimodal inputs. The results uncover a performance gap between general-
purpose foundation models and the requirements of domain-specific time series understanding,
especially in tasks demanding precise numerical reasoning and context-aware interpretation.

Beyond captioning, the thesis surveys the landscape of LLM applications in time series analysis,
including anomaly detection and forecasting. We analyze how language-driven approaches are
being adapted for tasks traditionally dominated by statistical and deep learning models, and
discuss their potential for increasing model transparency, enabling zero-shot generalization, and
integrating domain knowledge through natural language.

By bridging time series analysis with modern language-based Al, this work aims to lay the
groundwork for more explainable, generalizable, and human-aligned models for temporal data
understanding.
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Introduction

The ability to effectively interpret time series data is foundational to decision-making across
diverse fields, including finance, healthcare, climate science, and industrial automation. Despite
its importance, translating raw numerical sequences into concise, human-readable summaries
remains a complex and time-consuming task. This process often requires a combination of domain
expertise, statistical literacy, and careful visualization. Automating this translation through the
task of time series captioning (TSC) holds the potential to accelerate insight extraction and
make temporal analytics more accessible. In particular, TSC can empower non-expert users
to pose natural language queries and receive meaningful interpretations without the need for
coding skills or detailed chart inspection.

Recent advances in large language models (LLMs) and multimodal vision-language models (VLMs)
have demonstrated impressive capabilities in text generation and visual reasoning. However,
when applied to time series data, these models reveal significant limitations. LLMs, for instance,
struggle with precise numerical extrapolation, temporal continuity, and the quantification of
uncertainty [Tang et al., 2025, Merrill et al., 2024, Tan et al., 2024, Cao and Wang, 2024]. While
VLMs have shown encouraging results in visual pattern recognition tasks—such as identifying
trends and anomalies from line plots [Zhou and Yu, 2025]—their ability to perform fine-grained
numerical reasoning on time series remains largely untested. These limitations are further
exacerbated by the lack of comprehensive evaluation resources that reflect the complexity and
variability of real-world temporal signals. As a result, model development is often unguided by
the nuanced demands of practical applications.

To address these challenges, the research community has proposed time series captioning as a
natural interface for foundation models to exhibit both generative and reasoning capabilities
[Trabelsi et al., 2025, Jhamtani and Berg-Kirkpatrick, 2021]. However, existing benchmarks in
this space are limited in scope: they are frequently based on synthetic data, simplified trend
labels, and lack the integration of visual or contextual metadata. Consequently, it is difficult
to assess the progress of model architectures, pretraining strategies, or fine-tuning approaches
on tasks that truly mirror deployment scenarios. This slows the development and adoption of
robust models in high-stakes settings where accurate temporal interpretation is essential.

In response to these gaps, I introduce CaTS-Bench, a large-scale, multimodal benchmark
specifically designed for contert-aware time series captioning and reasoning. In this context,
"context-aware" refers to the integration of both metadata (e.g., units, domain labels, time and
region information) and visual features (e.g., line plots) that provide semantic and numerical



grounding to the captioning task. CaTS-Bench is constructed by mining 11 real-world datasets
spanning domains such as finance, environmental monitoring, and public health. It contains
approximately 570,000 time series segments, each paired with: (1) rich metadata capturing
domain-specific cues and unit information [Dong et al., 2024, Wang et al., 2024]; (2) a line plot
visualization of the time series, enabling the application of VLMs [Chen et al., 2024a, Zhou and
Yu, 2025]; and (3) a high-quality reference caption generated by an oracle LLM.

To evaluate reasoning beyond generation, CaTS-Bench also includes a suite of 460 carefully
constructed multiple-choice questions. These questions cover tasks such as time series matching,
caption grounding, visual plot interpretation, and comparative reasoning. They are specifically
designed to uncover model weaknesses in numerical precision, contextual comprehension, and
multimodal alignment.

Furthermore, I propose new evaluation metrics that extend beyond surface-level textual similarity.
These metrics prioritize numerical accuracy, trend fidelity, and the effective incorporation of
metadata. Through a series of experiments involving both zero-shot and fine-tuned settings on
leading VLMs, I show that while current models can generate fluent and plausible captions, they
often fall short in capturing quantitative detail and contextual nuance. Notably, models tend to
underutilize the visual context available during captioning. This analysis highlights key areas
for improvement—such as integrating structured metadata embeddings, enhancing multimodal
alignment strategies, and incorporating dedicated numeric reasoning modules—thereby paving
the way for more capable foundation models in temporal data interpretation.

‘We summarize the contributions as follows:

1. CaTS-Bench: A comprehensive, multimodal benchmark for context-aware time series
captioning and reasoning, incorporating time series segments, rich metadata, visual plots,
and grounded reference captions.

2. Diagnostic Q& A Suite: A set of four multiple-choice tasks designed to assess capabilities
in series matching, caption interpretation, visual reasoning, and comparative analysis.

3. Comprehensive Evaluation: A thorough empirical study of state-of-the-art VLMs in
both zero-shot and fine-tuned settings, revealing their strengths, limitations, and directions
for future development in time series understanding.
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Related Work

Table 4.1. Comparison of TSC benchmarks. CaTS-Bench is the first featuring multimodality, rich
metadata, and additional Q&A tasks.

Dataset # Timestamps Time Series Modality Source Datasets Metadata Captions Captioning Q&A
TADACap [Fons et al., 2024] N/A Partially Synthetic Visual 4 Minimal Patterns Only v X
TRUCE [Jhamtani and Berg-Kirkpatrick, 2021] 34k Partially Synthetic Numeric 2 X Patterns Only v X
TACO [Dohi et al., 2025] 2.46b Mostly Synthetic Numeric 8 X Expressive 4 X
CaTS-Bench 570k Real Numeric + Visual 11 Rich Expressive v v

4.1 Language Models for Time Series Analysis

Recent progress in large language models (LLMs) has prompted a surge of interest in adapting
these models for time series tasks [Zhang et al., 2024, Liu et al., 2024a], with initial work
primarily concentrating on forecasting. A variety of methods have been explored, including
prompt engineering [Liu et al., 2024a, Chatzigeorgakidis et al., 2024], modality alignment [Liu
et al., 2024b, Sun et al., Liu et al., 2024c, Pan et al., 2024], data discretization [Ansari et al.,
2024, Jin et al., 2024], and specialized finetuning strategies [Zhou et al., 2023, Chang et al.,
2023]. These studies highlight the potential of pretrained LLMs to reason over temporal data
using natural language interfaces. Despite these promising results, persistent challenges remain:
LLMs often underperform on tasks that require precise numerical reasoning, long-range temporal
dependency tracking, or structured logic [Tang et al., 2025, Merrill et al., 2024, Tan et al., 2024,
Cao and Wang, 2024, Zeng et al., 2023].

4.2 Time Series Captioning with Language Models

To better exploit the strengths of LLMs, recent research has shifted focus toward Time Series
Captioning (TSC)—a task that emphasizes narrative generation over strict prediction. Several
approaches have emerged. TSLM [Trabelsi et al., 2025] introduces a cross-modal encoder-decoder
architecture trained on synthetic data, using retrieval-based denoising to enhance textual quality.
TADACap [Fons et al., 2024] leverages time series images and retrieval-based mechanisms
to produce domain-aware captions, offering the flexibility to adapt across domains without
model retraining. TRUCE [Jhamtani and Berg-Kirkpatrick, 2021] proposes a truth-conditional
generation framework that relies on symbolic programs to ensure factual alignment with temporal
patterns.



4.3. MULTIMODAL DATASETS AND BENCHMARKS 9

However, existing TSC datasets are limited in multiple aspects. RealCovid and RealKnee [Fons
et al., 2024], while grounded in real-world data with human annotations, are narrowly scoped and
domain-specific. TRUCE remains focused on synthetic or stock market signals with only basic
trend labels. Larger-scale efforts like TACO [Dohi et al., 2025] adopt a backward generation
approach to build sizeable caption corpora, but their reliance on synthetic templates without
metadata or visual grounding restricts the richness and variability of generated text.

4.3 Multimodal Datasets and Benchmarks

Metadata—such as temporal context, category tags, and measurement units—as well as visual
cues from line plots, are often ignored in existing time series resources. Traditional datasets
like UCR [Chen et al., 2015], UEA [Bagnall et al., 2018], and Monash [Godahewa et al., 2021]
have long supported classification and forecasting tasks, but they are not designed for generative
modeling or multimodal reasoning. Even more recent benchmarks like PISA [Xue and Salim,
2023], which emphasize prompt-based forecasting, do not incorporate auxiliary information like
metadata or plot imagery.

Meanwhile, studies have begun to demonstrate the value of integrating auxiliary modalities.
Research shows that incorporating metadata and visualizations can significantly improve both
model interpretability and task performance in generative and predictive settings [Zhou and Yu,
2025, Dong et al., 2024, Chen et al., 2024a, Wang et al., 2024, Kim et al., 2024, Williams et al.,
2024, Liu et al., 2025, Tang et al., 2023]. However, no existing benchmark unifies real-world
numeric series, high-resolution plots, semantic metadata, and reference captions in a single
resource that supports both LLMs and vision-language models (VLMs).

To address these limitations, CaTS-Bench introduces a large-scale, multimodal benchmark
tailored for context-aware time series captioning and understanding. Each instance in the dataset
contains a time series snippet, a visual line plot, structured metadata, and a detailed caption
generated via an oracle LLM. This composition encourages multimodal reasoning, contextual
grounding, and semantic interpretation—bringing together diverse signals from domains such as
finance, public health, and environmental science. We compare our dataset against existing time
series captioning datasets in table 4.1.

4.4 FEvaluation of Time Series Captioning

Evaluating time series captions requires metrics that go beyond surface-level text similarity.
While classical metrics like BLEU [Papineni et al., 2002], ROUGE [Chin-Yew, 2004], and
BERTScore [Zhang* et al., 2020] provide a useful baseline, they often fail to capture numerical
correctness, trend fidelity, or alignment with contextual metadata [Zhang et al., 2023, Dohi
et al., 2025]. To fill this gap, emerging metrics penalize deviations in reported values or reward
coverage of key turning points. However, these approaches lack consistency across studies,
making comparative analysis difficult and limiting reproducibility [Dohi et al., 2025].

CaTS-Bench provides a unified framework for evaluating both captioning and diagnostic question-
answering (Q&A) tasks. It introduces specialized metrics and task formats designed to assess
numerical precision, multimodal grounding, and context utilization. By combining structured
evaluation protocols with diverse tasks—including time series matching, caption validation,
visual alignment, and comparative reasoning—CaTS-Bench enables fine-grained error analysis
and fosters more robust research on temporal language understanding.
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Chapter 5

CaTS-Bench Design

This section details the complete data curation pipeline and the design of benchmark tasks in
CaTS-Bench. The overall pipeline is visualized in Figure 5.2. While the generated examples can
be directly used for Time Series Captioning (TSC) evaluation, we further extend the benchmark
with a suite of multiple-choice Q& A tasks constructed from the same data. This augmentation
allows for a more fine-grained assessment of models’ time series reasoning capabilities. Figure
5.1 provides an overview of CaTS-Bench and the task of Time Series Captioning.

Diverse Domains Tasks Time Series Captioning

Average Temperature in San Diego

s.f
E :
7,3,9,... 5
' A 759 © . | y i
Climate(25.8%) TS Matching Caption Matching 3
& d © R ool
Health(37.8%) (ﬂ\y =3 ) sl
- [15,3,...] [17,5,...] 610
% : BEBEB =
V wis.]  @uoz.) oay
P Location: San Diego Attribute: Average Temperature
TS Captioning Start Date: May 9, 2025 Frequency: Daily
Time Series: (62, 61,65, 62, 63,65, 62]
Border Crossing(16.1%)

B A:[3,58,7 B:[59,22
Safety(7.6%) 0 @ Plot Matching TS Comparison
)

The time series depicts the daily average temperature

Agriculture(4.2%)n V] in San Diego, from May 9 to May 15, 2025. Overall,
s s s & Apeaks earlier B peaks earlier the temperature fluctuates between 61 and 65 degrees
Sales(5.5%) m Demography(3%)‘{ Farenheit, with a mean of 62.86 throughout the week.

Figure 5.1. Overview of CaTS-Bench. It features diverse domains, provides training and benchmark
data, and formulates five challenging tasks, with time series captioning as the primary one.

5.1 Data Curation

CaTS-Bench is curated from 11 diverse real-world source datasets spanning domains: climate
[Jha, 2023, Ritchie, 2021], safety [of Los Angeles, n.d., of Public Health, n.d.], USA border
crossing [U.S. Department of Transportation, n.d.], demography [Aziz, 1985], health [European
Centre for Disease Prevention and Control, 2024, Food and Agriculture Organization of the
United Nations, 2024], sales [Hassan, 2020, Chen, 2015], and agriculture [USDA Economic
Research Service, 2024]. Below we report full details about each of them.

1. Air Quality — Hourly air pollution data from 453 Indian cities (2010-2023), covering 30+
parameters including PMs 5, NOy, CO, and SOq, compiled from CPCB Jha [2023].

2. Border Crossing — Monthly inbound border crossing counts at U.S.-Mexico and U.S.-Canada
ports, disaggregated by transport mode and collected by U.S. Customs and Border Protection
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(== | 1 ( )
Agriculture D D D
— OrGha 1
Air Quality BNBND
S ¢ Original Time Series [:] D C] Generated
Crop
Covid
S = Oracle LLM
, N Y,
i (18, 25, 36, 35, ..., 22]
' Time Series Sample
- Location: Delhi “<image> Here is a time series about hourly
S'“:;;‘f;::;;g:;“ﬂ:;ﬁ; Temperature (C) in the Indian city of Delhi: \n
Start Date: 2023-01-17 [18, 25, 36, 35, ...., 22] ........... Write a caption for
Min: 7.9 L . »
Max: 19.3 “Write a caption for this this time series data”.
time series data.”
11 Data Sources Metadata Prompt Template ) Final Prompt

Figure 5.2. CaTS-Bench data generation pipeline. From each source dataset, a random time series

10.

11.

window is extracted, paired with metadata and a plot, and used to generate a caption via an oracle
LLM.

U.S. Department of Transportation [n.d.].

Crime — Incident-level crime reports in Los Angeles from 2020 onward, provided by LAPD
OpenData and updated biweekly, including NIBRS-compliant records of Los Angeles [n.d.].

Demography — Annual global indicators from the UN and World Bank (2000-2021) covering
population growth, fertility, life expectancy, death rates, and median age to assess patterns of
demographic change and collapse Aziz [1985].

. Injury — Annual counts of fatal and severe road traffic injuries in California (2002-2010), dis-

aggregated by transport mode and geography, from CDPH’s Healthy Communities Indicators
of Public Health [n.d.].

COVID - Global daily COVID-19 case and death counts (2020), compiled by ECDC, covering
over 200 countries with population-adjusted metrics European Centre for Disease Prevention
and Control [2024].

CO2 — National-level per capita COg emissions and GDP trends from Our World in Data,
adjusted for trade (consumption-based), spanning 1990-2023 Ritchie [2021].

Calories (Diet) — Food supply and caloric intake patterns from FAO Food Balance Sheets
Food and Agriculture Organization of the United Nations [2024].

Walmart — Weekly sales data from 45 Walmart stores (2010-2012), enriched with features
like temperature, fuel price, CPI, unemployment rate, and holiday flags Hassan [2020)].

Retail — Transactional records from a UK-based online gift retailer (2010-2011), capturing
item-level purchases, cancellations, and customer behavior Chen [2015].

Agriculture — Annual agricultural total factor productivity (TFP) indices from USDA for
1961-2022, covering outputs and inputs like land, labor, capital, and materials across countries
USDA Economic Research Service [2024].
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From each dataset, we extract full-length time series associated with entities (e.g., countries,
cities, or products). We then sample variable-length windows using a random cropping strategy.
The number and size of windows are dataset-specific, governed by the total time steps available, to
ensure balanced representation across domains. Each window is paired with the following:

1. A metadata JSON file containing contextual attributes (e.g., domain, location, start
time).

2. A line plot image rendered with randomized styles (color, width, figure size).

3. A ground-truth caption generated via Gemini 2.0 Flash, prompted with (i) the raw

numeric values of the window and (ii) metadata enriched with basic statistics (mean, std,
min, max). An example of the prompt is shown in 5.1.

This format allows for rigorous evaluation of models’ ability to synthesize multimodal cues—numerical,
textual, and visual—into an expressive narrative that captures trends, anomalies, and con-
text.

Ground-Truth Caption Generation Prompt

The following is an example of a prompt for generating the ground-truth caption from the source
dataset Crime.

Here is a time series about the number of <sampling frequency> crimes in <town>, Los
Angeles, from <start date> to <end date>:

<time series>

The all-time statistics of <town> until today are:

Mean: <general mean of this town>

Standard Deviation: <general standard deviation of this town>
Minimum: <general minimum of this town>

Maximum: <general maximum of this town>

And the statistics for this specific time series are:

Mean: <mean of this specific series>

Standard Deviation: <standard deviation of this specific series>
Minimum: <minimum of this specific series>

Maximum: <maximum of this specific series>

Describe this time series by focusing on trends and patterns. Discuss concrete numbers
you see and pay attention to the dates.

For numerical values, ensure consistency with the provided time series. If making
percentage comparisons, round to the nearest whole number. Report the dates when
things happened.

Use the statistics I provided you for comparing this example to the normalcy.
Do not add any extra information beyond what is given.
Highlight significant spikes, dips, or pattermns.

You don’t have to explicitly report the numeric values of general statistics; you just
use them for reference.

Compare the trends in this time series to global or regional norms, explaining whether
they are higher, lower, or follow expected seasonal patterns.
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When making comparisons, clearly state whether differences are minor, moderate, or
significant.

Use descriptive language to create engaging, natural-sounding text.
Avoid repetitive phrasing and overused expressions.

Answer in a single paragraph of four sentences at most, without bullet points or any
formatting.

We emphasize that while the ground-truth captions are LLM-generated, these captions are
anchored in the true underlying data as we explicitly provide full contextual metadata to the
oracle that is not available during evaluation and instruct it not to include any external facts
beyond what is given. Thus, the task challenges models’ ability to reason from the multimodal
time series input, not merely to mimic the oracle. We also stress that both the time series
window size and the line plot style are sampled with randomness during data generation. This
design choice discourages models from overfitting to specific hyperparameters and better reflects
practical conditions, where end users provide time series of varying lengths and visualizations in
diverse styles. We provide a few concrete samples in the following.

Time Series Segment Metadata JSON
[0.52, 0.32, 0.30, 0.38, 0.41, 0.51, 0.43, { "attribute": "co2_emissions", "country":
0.41, 0.47] "Djibouti", "end year of this series":

2018, "maximum of this specific series":
0.52, "mean of this specific series":

0.42, "minimum of this specific series":
0.3, "population at the end year":
1071886.0, "population at the start

year": 930251.0, "region": "Middle

East & North Africa", "sampling frequency":
"yearly", "standard deviation of this
specific series": 0.07, "start year of
this series": 2010 }

Line Plot Image Ground-Truth Caption

= Ss2 prmissien ipmiion mewic sens somes yee= Djibouti’s CO2 emissions from 2010 to 2018, show
fluctuations around the average of 0.42 million
metric tons, with a standard deviation of 0.07.
Starting at 0.52 million metric tons in 2010, emis-
sions generally decreased to a low of 0.3 million
metric tons by 2012, before experiencing some in-
creases and decreases, ending the period at 0.47
million metric tons in 2018.

Figure 5.3. Sample 1 showing time series data, metadata, plot image, and reference caption.
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Time Series Segment

[99.89, 100.49, 104.22, 100.93, 102.85,
100.0, 99.28, 106.37, 105.56]

Line Plot Image

values across years

yearly value

2010 2018
yearly timestamp

Metadata JSON

{ "attribute": "Agricultural output index
(2015=100)", "country": "Namibia", "end
year of this series": 2018, "historical
max": 152.47, "historical mean": 102.05,
"historical min": 69.97, "maximum of this
specific series": 106.37, "mean of this
specific series": 102.18, "metrics info":
"The Agricultural output index (2015=100)
comprises the following components:
crop_output, animal_output, fish_output.",
"minimum of this specific series": 99.28,
"sampling frequency": '"yearly", "start
year of this series": 2010 }

Ground-Truth Caption

The Agricultural output index for Serbia and Mon-
tenegro shows considerable fluctuation between
2014 and 2018. Starting at 103.58 in 2014, the
index dipped to 100.0 in 2015, then peaked at
113.67 in 2016, before falling to a minimum of
96.07 in 2017, and then rising to 113.25 in 2018.
This volatility, with a range of 17.6 units, suggests
a moderate level of instability compared to the
historical mean, and the absence of a clear upward
or downward trend indicates that the agricultural
output did not follow expected seasonal patterns.

Figure 5.4. Sample 2 showing time series data, metadata, plot image, and reference caption.
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Time Series Segment

[462, 444, 435, 78, 405, 447, 321, 267,
411, 429, 387, 426, 453, 438, 429, 363,
405, 465, 441, 435, 435]

Line Plot Image

crossing number acress days

4

a4l “

b0 a

5 330
0

LI o2 .
80 goo ] ) g5 g0

20191041 20210701
monty tmestamp

15

Metadata JSON

{ "border": "US-Canada Border", "end
date": "2021-07-01", "general maximum in
the history of this port": 1710, "general
mean in the history of this port": 737.34,
"general minimum in the history of this
port": O, "general standard deviation in
the history of this port": 269.0, "maximum
in this specific series": 465, "mean of
this specific series": 398.86, "means":
"Train Passengers", "minimum in this
specific series": 78, "port": "Detroit",
"sample frequency": '"monthly", "standard
deviation of this specific series": 85.49,
"start date": "2019-10-01", "state":
"Michigan" }

Ground-Truth Caption

The monthly train passenger volume crossing the
Detroit-Windsor border, starting October 2019,
displays a noticeable dip in April 2020 with only
78 passengers, a significant deviation from the se-
ries mean of 399. The passenger volume fluctuates
between 321 and 465 for the remainder of the pe-
riod, showing no clear upward or downward trend.
Compared to the all-time mean of 737.34, this
time series exhibits significantly lower passenger
numbers, suggesting a notable change in border
crossing patterns.

Figure 5.5. Sample 3 showing time series data, metadata, plot image, and reference caption.
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Time Series Segment Metadata JSON

[30.71, 33.32, 33.08, 32.61, 32.14, 36.19, { "all-time maximum": 218.68, "all-time

36.51, 37.73, 34.49, 32.16, ..., 19.86, average value until today": 18.78,

21.62, 23.27, 25.42, 25.91] "all-time minimum": 0.01, "all-time
standard deviation until today": 16.52,
"average value in this time series": 28.7,
"city": "Hajipur", "maximum value in this
time series": 40.89, "measure": "NO2
(ug/m3)", "minimum value in this time
series": 18.35, "sampling frequency":
"hourly", "standard deviation in this time
series": 5.17, "start_month": "March",
"start_year": 2020, "starting time":
"2022-09-26 17:00:00", "state": "Bihar",
"station_location": "Industrial Area,
Hajipur " }

Line Plot Image Ground-Truth Caption

alvesces ours Beginning September 26, 2022, at 5 PM, the hourly
NO2 levels in Hajipur generally fluctuate, starting
around 30 ug/m3 and initially peaking at 40.89
ug/m3 before exhibiting a downward trend toward
the end of the time series, reaching a minimum
of 18.35 ug/m3. Compared to the city’s all-time
average of 18.78 ug/m3, the initial values in this
series are significantly higher, suggesting a period
of elevated NO2 levels. The latter values are closer
to the all-time average.

Figure 5.6. Sample 4 showing time series data, metadata, plot image, and reference caption.

Furthermore, to prevent information leakage, we partition each source dataset temporally before
generating the samples. Specifically, the first 80% is used for generating training samples, whereas
the last 20% is reserved exclusively for generating test samples. Random window cropping is
applied separately to the training and test partitions. This strategy ensures that the model is
evaluated on future, unseen data relative to the training set. The actual benchmark samples
consist of the test split resulting from this process. We leave the training split of the data
for optional training. Our final dataset contains 20k examples, split into roughly 16k training
samples and 4k test samples. Detailed statistics across the different source datasets are reported
in Table 5.1.

Table 5.1. Dataset statistics by domains. AQ: Air Quality, Border: Border Crossing, Demo: Demography,
Injury: Road Injuries, Calories: Calories Consumption, Agri: Agriculture

Metric ‘ All ‘ AQ Border Crime Demo Injury COVID CO2 Calories Walmart Retail Agri
# Source Time Steps 287M |286M 397k 38k 14k 37k 720k 34k 234k 6k 7k 49k
# Samples Generated 20k | 44k 3.2k 764 598 756 5.5k 732 2.1k 544 551 835
# Train Samples 16k | 3.5k 2.6k 611 478 604 4.4k 585 1.7k 435 440 668
Avg. Train Sample Length | 29.1 | 65.3  21.2 76.8 11.6 5.9 75.8 9.5 12.2 12.2 224 7.3
# Test Samples 4k 886 646 153 120 152 1.1k 147 422 109 111 167
Avg. Test Sample Length | 26.1 | 66.0 21.2 76.9 5.0 3.6 73.0 8.7 5.5 11.8 81 75
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5.2 Time Series Captioning (TSC)

In the TSC task, models must generate a coherent and informative caption describing the
provided time series. Each evaluation instance comprises four components:

1. Numeric Series: Raw time-indexed values embedded as text (e.g., [256.3, 26.1, 26.8, ...]).

2. Contextual Metadata: Describes key attributes such as units, source, sampling interval,
and domain tags (e.g., “Hourly temperature readings from Rome, May 2000”). Unlike the
ground-truth prompt, evaluation metadata excludes computed statistics.

3. Visual Input: A line plot image of the time series, aiding VLMs in grounding their textual
outputs in visual structure.

4. Instruction Template: A standardized directive prompting the model to generate a caption.
An example of the prompt is provided in 5.2.1.

5.2.1 Baseline Caption Generation Prompt

Here is a time series about the number of <sampling frequency> crimes in <town>, Los
Angeles, from <start date> to <end date>:

<time series>

Describe this time series by focusing on trends and patterns. Discuss concrete numbers
you see and pay attention to the dates. For numerical values, ensure consistency
with the provided time series. If making percentage comparisons, round to the
nearest whole number. Report the dates when things happened.

Compare the trends in this time series to global or regional norms, explaining whether
they are higher, lower, or follow expected seasonal patterns.

When making comparisons, clearly state whether differences are minor, moderate, or
significant.

Use descriptive language to create engaging, natural-sounding text. Avoid repetitive
phrasing and overused expressions.

Answer in a single paragraph of four sentences at most, without bullet points or any
formatting.

5.3 Q&A Multiple-Choice Tasks

To evaluate models more comprehensively, we introduce a suite of Q&A tasks formulated as
multiple-choice questions. These tasks investigate different reasoning skills related to time series
understanding. All tasks are automatically constructed from the same source data used for
captioning. We design four question types, as shown in Table 5.2. All questions are generated
using task-specific, fixed templates.

5.3.1 Time Series Matching

Given a caption, select the correct time series from a pool of candidates. Distractors are
generated by applying challenging perturbations—random shuffling, temporal reversal, and noise



5.3. Q&A MULTIPLE-CHOICE TASKS 18

Table 5.2. Q&A task breakdown

Q& A Task # Questions
Time Series Matching 100
Caption Matching 100
Plot Matching 100
Time Series Comparison:
Amplitude Comparison 40
Reach Mazximum Farlier 40
Mean Comparison 40
Variance Comparison 40
Total 460

injection—forcing models to reason beyond surface-level trends or numeric overlap. Below, we
present an example of a time series matching question 5.7.

Question

Here is a time series caption:

From 2014 to 2019, Bulgaria’s Agricultural output index (2015=100) generally increased, starting at 103.4 in
2014 and reaching a peak of 109.23 in 2019, with a slight dip to 100.0 in 2015. The average output index during
this period was 105.4, notably lower than the historical mean of 126.73, suggesting a period of relatively lower
agricultural productivity compared to Bulgaria’s long-term performance. The increase from 2015 to 2019 indicates
a moderate recovery and growth phase within this specific timeframe.

What time series is best described by this caption?
(A) [109.23, 107.24, 108.45, 104.1, 100.0, 103.4]

(B) [108.45, 100.0, 104.1, 107.24, 103.4, 109.23]

(C) [103.9, 99.8, 104.1, 109.2, 106.8, 109.23]

(D) [103.4, 100.0, 104.1, 108.45, 107.24, 109.23]

You must respond only with valid JSON, and no extra text or markdown.

The JSON schema is:
"answer": <string>}
<string> must be an answer string containing only A, B, C, or D.
Ensure your output parses as JSON with exactly one top-level object containing the answer field.

Answer

"answer": "D"

Figure 5.7. Example of a time series matching question.

5.3.2 Caption Matching

Given a time series (in numeric format), the task is to select the correct descriptive caption
from a set of four candidates. The distractor captions are sampled from other series within
the same domain and window size range, ensuring that all options are semantically plausible
and structurally similar. This prevents models from exploiting superficial keyword mismatches
and encourages genuine trend understanding. Next, we show an example of a caption matching
question in 5.8 and the prompt used to generate the distractor options through semantic 5.3.2
and numeric perturbation 5.3.2. .
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Question

Here is a time series:
37.00,37.00,37.00,37.00,37.00,40.57,40.57,40.57,40.57,40.57,40.57

What caption best describes to this time series?

(A) From May 1st to July 26th, 2024, the daily COVID-19 deaths in China show a fluctuating pattern, with
values generally ranging between 0.29 and 2.86. There are periods of relative stability, such as the initial days of
May with a consistent 0.86, interspersed with occasional spikes to 2.86, and dips to 0.29 towards the end of July.
Compared to the general daily death statistics for China, where the mean is 73.0 and the maximum reaches
6812.0, this specific time series indicates a period of significantly lower daily deaths, suggesting a substantial
improvement in the COVID-19 situation during this timeframe.

(B) From October 24, 2023, to November 3, 2023, the daily COVID-19 cases in Luxembourg show a
relatively stable pattern, beginning at 37.3 cases and rising to 40.57 cases by October 29, 2023, where it remains
for the rest of the period. Compared to the country’s general statistics, where the mean is 236, the daily cases
during this period are significantly lower, suggesting a period of reduced viral transmission. This trend does not
follow any expected seasonal patterns, as COVID-19 case numbers are known to fluctuate unpredictably.

(C) From October 24, 2023, to November 3, 2023, the daily COVID-19 cases in Luxembourg show a
relatively stable pattern, beginning at 37 cases and rising to 40.57 cases by October 29, 2023, where it remains
for the rest of the period. Compared to the country’s general statistics, where the mean is 236.0, the daily cases
during this period are significantly lower, suggesting a period of reduced viral transmission. This trend does not
follow any expected seasonal patterns, as COVID-19 case numbers are known to fluctuate unpredictably.

(D) From October 24, 2023, to November 3, 2023, the daily COVID-19 cases in Luxembourg show a
relatively unstable pattern, beginning at 37 cases and decreasing to 40.57 cases by October 29, 2023, where it
remains for the rest of the period. Compared to the country’s general statistics, where the mean is 236.0, the
daily cases during this period are significantly lower, suggesting a period of reduced viral transmission. This
trend does follow expected seasonal patterns, as COVID-19 case numbers are known to fluctuate unpredictably.

You must respond only with valid JSON, and no extra text or markdown.

The JSON schema is:
"answer": <string>}
<string> must be an answer string containing only A, B, C, or D.
Ensure your output parses as JSON with exactly one top-level object containing the answer field.

Answer

"answer": "C"

Figure 5.8. Example of a caption matching question.

Semantic Perturbation Prompt To perturb a caption so that its semantic meaning is altered
while keeping numbers intact, we feed the following prompt into Gemini 2.0 Flash.

Your task is to minimally modify a time series description so that it’s meaning is
altered but the numbers are maintained.

For example, you can switch "increase" with "decrease", "upward" to "downward" or
something more sophisticated. Keep the description structurally identical to the
original text, you don’t have to alter too much information, altering anywhere
between 1 to 3 parts is enough. Do not edit the numbers.

Here’s the description to modify:
<caption>

Give your answer in a paragraph of text as the given description, without any
explanation and formatting.
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Numeric Perturbation Prompt To perturb a caption so that its numbers are altered
while its semantic information is preserved, we feed the following prompt into Gemini 2.0
Flash.

Your task is to slightly modify the numbers in a time series description so that its
semantics remain the same but the numbers are slightly altered.

For example, you can replace "12" with "12.2", "45%" with "46}". Keep the description
structurally and semantically identical to the original text; you don’t have to
alter all numbers but anywhere between 1 to 3 times is enough. Make sure that the
altered number still makes sense and fits the scale of the phenomenon.

Here’s the description to modify:

<caption>

Give your answer in a paragraph of text as the given description, without any
explanation and formatting.

5.3.3 Plot Matching

Given a numeric time series, the task is to identify the correct line plot from a pool of four
images. Distractor plots correspond to unrelated series with similar length and the same domain.
This task evaluates a model’s ability to connect numeric input to its visual rendering, testing
grounding capabilities across modalities. See a concrete question at 5.9.
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Question

Here is a time series:

186.57, 186.57, 186.57, 186.57, 186.57, 150.29, 150.29, 150.29, 150.29, 150.29, 150.29, 150.29, 103.14, 103.14,
103.14, 103.14, 103.14, 103.14, 103.14, 77.00, 77.00, 77.00, 77.00, 77.00, 77.00, 77.00, 52.71, 52.71, 52.71, 52.71,
52.71, 52.71, 52.71, 41.71, 41.71, 41.71, 41.71, 41.71, 41.71, 41.71, 39.71, 39.71, 39.71, 39.71, 39.71, 39.71, 39.71,
29.86, 29.86, 29.86, 29.86, 29.86, 29.86, 29.86, 27.43, 27.43, 27.43, 27.43, 27.43, 27.43, 27.43, 22.57, 22.57, 22.57,
22.57, 22.57, 22.57, 22.57, 15.14, 15.14, 15.14, 15.14, 15.14, 15.14, 15.14, 18.71, 18.71, 18.71, 18.71, 18.71, 18.71,
18.71, 22.71, 22.71, 22.71, 22.71, 22.71, 22.71, 22.71, 23.14, 23.14, 23.14, 23.14, 23.14, 23.14, 23.14, 21.00, 21.00,
21.00, 21.00, 21.00, 21.00, 21.00, 30.57, 30.57, 30.57, 30.57, 30.57, 30.57, 30.57, 30.57, 30.57, 30.57, 30.57, 30.57,
30.57, 30.57, 36.29, 36.29, 36.29, 36.29, 36.29, 36.29, 36.29, 59.71, 59.71, 59.71, 59.71, 59.71, 59.71, 59.71, 93.71,
93.71, 93.71, 93.71, 93.71, 93.71, 93.71, 140.86, 140.86, 140.86, 140.86, 140.86, 140.86, 140.86

Here are four plots of different time series:

value count across days

daily count

( A) ) aaiytmescamp
value count across days
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200
10
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Which plot corresponds to the time series provided above?
You must respond only with valid JSON, and no extra text or markdown.

The JSON schema is:
"answer": <string>}
<string> must be an answer string containing only A, B, C, or D.
Ensure your output parses as JSON with exactly one top-level object containing the answer field.

Answer

"answer": "C"

Figure 5.9. Example of a plot matching question.
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5.3.4 Time Series Comparison Tasks

These tasks involve reasoning over pairs of time series, provided in numeric format, and answering
comparative questions. We include four subtypes: amplitude comparison, peak time comparison,
mean comparison, and variance comparison. We describe them in depth in the following.

Amplitude Comparison

Skill tested: Which series exhibits a larger overall amplitude range?

This question type evaluates a model’s ability to identify and compare the overall range of values
in two given time series, defined as the difference between the maximum and the minimum
values. An example is probided below in 5.10.

Question
Given two time series A and B, detect which one has a higher amplitude defined as maximum - minimum.

A: [1.15, 0.92, 0.85, 0.75, 0.57, 0.62, 0.6, 0.5, 0.68, 0.72, 0.8, 0.67, 0.8, 0.55, 0.55, 0.7, 0.88]
B: [87.0, 83.0, 77.0, 74.0, 84.0]

You must respond only with valid JSON, and no extra text or markdown.

The JSON schema is:
"answer": <string>}
<string> must be an answer string containing only A, B.
Ensure your output parses as JSON with exactly one top-level object containing the answer field.

{ Answer

"answer": "B"

Figure 5.10. Example of a time series amplitude comparison question.

Peak Time Comparison

Skill tested: Which series reaches its maximum value first?
This task tests a model’s ability to detect and locate the maximum values in two given time
series, and then make a comparison of their indices. See an example in 5.11.

Question
Given two time series A and B, detect which one reaches its maximum earlier.

A: [66.76, 83.06, 85.77, 90.77, 98.81, 90.62, 80.05, 91.36, 89.59, 76.4, 80.1, 85.6, 84.41]
B: [949.0, 689.0, 561.0, 552.0, 563.0]

You must respond only with valid JSON, and no extra text or markdown.

The JSON schema is:
"answer": <string>}
<string> must be an answer string containing only A, B.
Ensure your output parses as JSON with exactly one top-level object containing the answer field.

Answer

"answer": "B"

Figure 5.11. Example of a time series peak comparison question.
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Mean Comparison

Skill tested: Which series has a higher mean value?

This task is particularly challenging as it requires the model to perform fine-grained mathematical
reasoning by inferring the mean of two time series and making a meaningful comparison. See
5.12.

Question
Given the following two time series A and B, please identify which one has higher overall values.

A: [65.0, 65.0, 64.0, 37.0, 55.0, 51.0]
B: [6.29, 6.29, 6.29, 7.0, 7.0, 7.0, 7.0, 6.71, 6.71, 6.71, 6.71, 6.717, 7.57, 7.57, 7.14, 7.14, 7.14, 7.14, 7.43]

You must respond only with valid JSON, and no extra text or markdown.

The JSON schema is:
"answer": <string>}
<string> must be an answer string containing only A, B.
Ensure your output parses as JSON with exactly one top-level object containing the answer field.

Answer

"answer": "A"

Figure 5.12. Example of a time series mean comparison question.

Variance Comparison

Skill tested: Which series has greater variability?

Likewise, this task also demands an understanding of temporal variability and the ability to
reason about fluctuations within each series, making it an even more challenging task compared
to mean comparison. An example question is showen in 5.13.

Question
Given the following two time series A and B, please identify which one has higher volatility.

A: [0.14, 0.14, 0.14, 0.29, 0.29, 0.29, 0.29, 0.29, 0.29, 0.29, 0.57, 0.57, 0.57, 0.57, 0.57, 0.57]
B: [0.21, 0.33, 0.41, 0.39, 0.44, 0.35, 0.35, 0.43, 0.51, 0.65, 0.69, 0.74]

You must respond only with valid JSON, and no extra text or markdown.

The JSON schema is:
"answer": <string>}
<string> must be an answer string containing only A, B.
Ensure your output parses as JSON with exactly one top-level object containing the answer field.

Answer

"answer": "A"

Figure 5.13. Example of a time series variance comparison question.

5.3.5 Post-Processing

An initial pool of 4k questions per type is created, and then we filtered them to remove easier
instances; specifically, those questions answered correctly by the Qwen 2.5 Omni model are
removed. From the remaining pool of approximately 7k questions, a random subset is selected for
evaluation, yielding a final set of 460 challenging questions. To avoid biased comparisons, Qwen
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2.5 Omni is excluded from the pool of baselines. During our preliminary inspection, we found
several Time Series Matching questions to be ambiguous, having multiple plausible answers;
these were manually reviewed and revised to ensure a single correct answer.
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Chapter 6

Evaluation Protocol

To comprehensively evaluate model-generated captions against the ground truth, we employ a
diverse set of metrics that targets linguistic quality, statistical inference, and numerical fidelity.
Fach generated caption is evaluated on the metrics we describe next.

6.1 Time Series Captioning

6.1.1 Standard Linguistic Metrics

We evaluate caption similarity using standard reference-based metrics DEBERTA SCORE [Zhang*
et al., 2020] measures token-level semantic similarity using contextual embeddings. BLEU
[Papineni et al., 2002] captures exact n-gram overlap (averaged over 1- to 4-grams), while
ROUGE-L [Chin-Yew, 2004] focuses on the longest common subsequence to reflect fluency.
METEOR [Banerjee and Lavie, 2005] accounts for synonymy, stemming, and paraphrase
matching. Lastly, SIMCSE [Gao et al., 2021] computes cosine similarity between sentence
embeddings produced by a contrastively pretrained RoBERTa [Liu et al., 2019] model to assess
deeper semantic alignment beyond lexical overlap.

DeBERTa Score The DEBERTA SCORE is a contextual similarity metric based on cosine
similarity between contextual embeddings of tokens in the candidate (c¢) and reference ()
captions. Given token embeddings from the DeBERTa encoder, the metric computes token-level
precision, recall, and F1:

2-P-R 1
FlpeBERTs = IR P= |c\ gr?gg(cos(ez,e] ’7’| anleagicos €j,e;) (6.1)

where e; and e; are the contextual embeddings of candidate and reference tokens, respec-
tively.

BLEU BLEU evaluates n-gram overlap between a candidate caption and reference using
precision with a brevity penalty to discourage short outputs:

N .

1 ife>r
BLEU = BP - E 1 , BP=<" 6.2
exp (n:1wn ngn> {el_r/c, ife<r (6.2)
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where p,, is the modified precision for n-grams, w, are weights (usually uniform), ¢ is candidate
length, and r is reference length.

ROUGE-L ROUGE-L measures fluency via the length of the longest common subsequence
(LCS) between candidate and reference:

(1+ p2)-LCS

ROUGE-Lg; =
r—+c

, LCS = LongestCommonSubsequence(r, ¢) (6.3)

where [ balances recall and precision (often § = 1), and  and ¢ are the reference and candidate
lengths.

METEOR METEOR aligns unigrams using exact matches, stems, synonyms, and para-
phrases. It then computes an F-score and applies a fragmentation penalty:

10-P-R

METE :Fmean' 1-P 5 Fmenzia
OR (1 — Pen) M= TRIoP

(6.4)

chunks )3
matches

Pen = 0.5 (

where P and R are unigram precision and recall, and chunks refers to non-contiguous matched
segments.

SimCSE SiMCSE computes semantic similarity at the sentence level using cosine similarity
between sentence embeddings:

h.-h,

SlmCSE(C7 7") — COS (hc, h'r') = W
e r

(6.5)

where h, and h, are sentence embeddings of the candidate and reference, produced by a
contrastively pretrained RoBERTa encoder.

6.1.2 LLM-based Oracle Score

To incorporate qualitative judgment beyond lexical or numeric matching, we include an ORACLE
SCORE computed via an LLM (Gemini 2.0 Flash). The model is few-shot prompted with
examples illustrating how to evaluate captions based on numeric accuracy (correctness of
reported values and statistics), coherence (fluency, grammar, and logical consistency), and
semantic similarity (alignment with the meaning of the ground truth caption).

Given a generated caption and its ground truth counterpart, the oracle produces a holistic quality
score in the range [0, 100], which we normalize to [0, 1]. This score reflects a human-like evaluation
of caption quality. The prompting strategy used to elicit this score is detailed below.

You are an expert evaluator of artificially generated captions against ground truth
captions.

Your task is to provide scores (0-100) for the generated caption’s quality in
comparison to the ground truth.

Scoring Criteria:
1. Semantic Similarity: How closely does the generated caption convey the same
meaning as the ground truth?
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2. Information Overlap: How much of the factual information present in the ground
truth is also accurately represented in the generated caption?
3. Numeric Correctness: Are all numbers in the generated caption exactly the same as
those in the ground truth? A single numerical mismatch results in a score of 0.
4. Overall Quality: A holistic score reflecting the overall accuracy and usefulness
of the generated caption. Assign higher weight to numeric correctness and
semantic similarity.
Examples:

Generated: "The chart shows a slight increase in sales."
Ground Truth: "Sales increased by 5%."

Scores:
- Semantic Similarity: 80
- Information Overlap: 50
- Numeric Correctness: 0
- Overall: 40

Generated: "The average daily temperature of Seattle was 11 degrees Celsius in the
beginning of March 2023, and it increased to 14 by the end of the month."

Ground Truth: "The average daily temperature of Seattle was 10 degrees Celsius in
the beginning of March 2023, and it increased to 14 by the end of the month."

Scores:
- Semantic Similarity: 100
- Information Overlap: 100
— Numeric Correctness: 50
- Overall: 70

Generated: "There are two peaks in this time series."
Ground Truth: "The time series shows two distinct peaks."

Scores:
- Semantic Similarity: 95
- Information Overlap: 100
- Numeric Correctness: 100
- Overall: 98

Generated: <generated caption>
Ground Truth: "<ground-truth caption>

Provide your scores in the following STRICT format:
- Semantic Similarity: [score]

- Information Overlap: [score]

- Numeric Correctness: [score]

- Overall: [scorel

Do NOT include any additional text or explanations.

We leverage Gemini 2.0 Flash both as an evaluation baseline and as a scoring oracle. This
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dual use is justified by prior work, finding no significant bias toward self-generated text when
models evaluate text [Huang et al., 2024], and demonstrating that language models can serve as
effective zero-shot evaluators of caption quality [Hsu et al., 2023, Maeda et al., 2024].

6.1.3 Numeric Fidelity Metrics

Since T'SC involves reporting exact or approximate numerical values, we introduce two tailored
metrics to quantify numerical accuracy, both bounded within [0, 1]:

1. Statistical Inference Accuracy: While models are not explicitly instructed to compute
descriptive statistics, they occasionally infer and verbalize metrics such as the mean, standard
deviation, minimum, and maximum based on the raw time series and metadata. To evaluate
this behavior, we report the percentage of captions in which these statistics are mentioned
and fall within a 5% relative error, using offline-computed ground truth values. Importantly,
captions are not penalized for omitting statistics—only inaccurately reported values are
considered errors. This metric primarily measures hallucination, favoring omission over
incorrect numerical claims.

2. Numeric Score: For each ground truth caption, we extract all numerical values (excluding
time-related ones like year or month) and search for the closest numerical value in the
generated caption. A match is recorded if the closest value is within a 5% relative tolerance.
We compute Recall (fraction of ground truth numbers matched), Accuracy (mean of 1 —
min{relative error, tolerance}) over all matched numbers), and a Final Score as a weighted
combination: A4 - Accuracy + Ag - Recall, with A4 = 0.3 and Az = 0.7 to emphasize recall.
While the previous metric targets numerical hallucinations, this one focuses on penalizing
captions that fail to include adequate numerical detail.

6.2 Q&A Tasks

For Q&A tasks, we adopt accuracy as the evaluation metric, as each question is designed to
have a single correct answer.
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Chapter 7

Experiments

We evaluated a variety of vision-language models (VLMs)—including both open-source and
proprietary systems—on CaTS-Bench across two tasks: free-form time series captioning and
multiple-choice question answering. A subset of the open-source models was also finetuned on
our training split, with finetuning and hardware configurations detailed next. To ensure a fair
comparison, all models were prompted using a consistent, template-based format, without any
task- or model-specific prompt tuning. The complete list of models, along with a description of
the human baseline constructed from volunteer student responses, is provided in the following
sections.

7.1 Hardware Resources

All experiments were conducted on a high-performance computing node featuring two AMD
EPYC 7453 processors, providing a total of 56 logical CPUs, and 125 GB of RAM (with over
117 GB available during runtime). For GPU acceleration, the system includes eight NVIDIA
A100 GPUs—six PCle 80 GB models and two PCle 40 GB models—alongside an ASPEED
graphics controller used for display purposes. This configuration offers ample computational
and memory resources suitable for mid- to large-scale deep learning training and inference. The
models we finetune range in size from 2 billion to 11 billion parameters, with finetuning times
spanning from a few hours to a day.

7.2 Finetuning Setup

For finetuning, we adopt a unified training strategy guided by best practices in instruction
tuning for multimodal inputs. All models are trained using the AdamW optimizer with a cosine
learning rate scheduler and a base learning rate of 2 x 107°. We apply gradient accumulation to
simulate a larger batch size. Mixed precision training and gradient checkpointing are enabled
for memory efficiency. Low Rank Adaptation (LoRA) is used to adapt large models by tuning
a small subset of parameters, while keeping the rest of the model frozen or partially frozen.
To ensure deterministic and focused generation, we use a temperature of 0.3 during inference
across all evaluated models. Each model is fine-tuned using a structured JSONL dataset
comprising time series plot images and corresponding image-grounded chat-style conversations.
We preprocess data with each model’s native processor and apply minimal resizing to maintain
fidelity in the visual input. Special care is taken to exclude padding and <image> tokens
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from loss computation by assigning them an ignore index. See Table 7.1 for an overview of
hyperparameters and choices.

Table 7.1. Finetuning configurations

Hyperparameter Value
Batch size 4
Gradient Accumulation 12
Epochs 3
Learning Rate 2x1075
Scheduler Cosine
Optimizer AdamW
Precision bf16
LoRA rank 8 or 16
Dropout 0.05
Image resolution 224-560

7.3 Baselines

7.3.1 Models

We evaluate Gemini 2.0 Flash and Gemini 2.5 Pro Preview [Team et al., 2023], Claude 3
Haiku and Claude 3.7 Sonnet [Anthropic, 2024], GPT-4o [Achiam et al., 2023], InternVL 2.5
(8b & 38b) [Chen et al., 2024b], LLaVA v1.6 Mistral 7b (default) and 34b [Liu et al., 2023],
Phi-4 Multimodal Instruct 5.6b [Abdin et al., 2024], Idefics 2 (8b) [Laurengon et al.,
2024}, SmolVLM (2b) [Marafioti et al., 2025], QwenVL (7b) [Bai et al., 2023], Llama 3.2 Vision
(11b) [Grattafiori et al., 2024], and Gemma 3 (12b & 27b) [Team et al., 2025] for both TSC
and Q&A tasks.

Program-Aided Language Model Since TSC requires accurate numerical calculations in
addition to text generation, it is a suitable context for program-aided language (PAL) models
Gao et al. [2023]. We evaluate the performance of QwenVL 32b in a PAL context: for each time
series, the model is instructed to write a Python program that produces the entire time series
caption, both text and numbers, as its output. The model’s response is then evaluated as code
in a Python environment, with the program’s return value taken as the final caption. The vast
majority (approx. 90%) of model-generated Python programs are successful on the first attempt;
in the cases where the generated program errors, we increase the permitted output token count
and randomly re-generate the model’s response until a valid program is returned. Below we
show the prompt given to the PAL baseline.

<caption_prompt>

### Instructions for the assistant

1. You are an expert coding assistant; think through the task **step-by-stepx*x*.

2. Write **Python 3.12%* code (inside one ¢ ‘python‘‘‘ block) that computes the final
answer.
* Use only the Python Standard Library (e.g. you may use the ‘math‘, ‘statistics®

libraries).
* Wrap everything in a ‘solve() ¢ function that will be invoked to produce the final
caption.
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* The code **must produce the caption string itself**. Any numerical values can be
computed
in Python and formatted into the caption string. Make sure to use any values you
compute
in the resulting caption string.
3. The ‘solve()‘ function you write will be invoked to produce the final caption.

### Output format (exactly; no extra text, explanations, or formatting)
¢ ¢ ‘python
# code that defines solve() and any desired strings

solve()
[SNaN4

The full TSC prompt from 5.2.1 replaces the <caption_prompt> placeholder.

7.3.2 Human

To establish a human performance baseline, we invited university students to voluntarily complete
all four Q& A tasks. These tasks span a range of reasoning types, including fine-grained statistical
comparisons, semantic interpretation, and multimodal alignment. Participants were recruited
through academic networks and completed the tasks without the aid of external tools, ensuring
a fair comparison with models operating under similar conditions. Participation was entirely
voluntary, with no compensation, and individuals could withdraw at any time. Below we present
the instructions given to the volunteers for their participation.

Participant Information and Consent Form for Time Series QA Questionnaire
Thank you for considering participation in our study!

This questionnaire is part of a research project evaluating human performance
on time series understanding tasks. Your responses will help us establish a
baseline for comparing human performance to that of current language
models. You will be given a Google Form consisting of 10 to 14 multiple-
choice questions of the same type, and you should not use any external
tools.

Please read the following information carefully before continuing:

Voluntary Participation: Your participation is entirely voluntary. You may
choose not to participate or to withdraw at any time without any
consequences.

Duration: The questionnaire is brief and is estimated to take between 3 and 6
minutes to complete.

Anonymity & Data Use: No personal information will be collected or stored.
Your answers will remain anonymous and will be used solely for research
purposes, such as evaluating and reporting model performance in academic
publications.
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No Compensation: There is no monetary or material compensation for
participating in this study.

Confidentiality: All collected data will be handled securely. Only aggregated
and anonymized results will be published.

By proceeding, you confirm that you understand the above terms and agree to
participate in this research study.

Thank you for your collaboration and contribution to our research!

7.4 Main Results

7.5 Time Series Captioning Results

To ensure a fair comparison across the 11 source datasets, we report macro-averaged scores
for each metric. This approach mitigates sample size imbalances, since some domains contain
significantly more data—and prevents any single domain from disproportionately influencing the
results. Results are shown in Table 7.2.

Our experiments reveal that finetuning yields substantial performance gains across the majority
of evaluated metrics. For proprietary models, GPT-40 and Gemini models generally outperform
Claude models, although Claude 3.7 Sonnet excelled in statistical inference. Finetuned models
demonstrate strong overall performance in both textual and statistical inference assessments, but
the performance is still moderate in the numeric score. Notably, finetuned Idefics 2 dominates,
achieving the highest scores in critical metrics like BERT F1 (0.759), SimCSE (0.908), ROUGE-L
(0.452), mean inference (0.885), and numeric score (0.733). Similarly, finetuned LLaVA v1.6
Mistral significantly outperforms most proprietary and pretrained models in several text-based
evaluations. In contrast, pretrained models generally lag behind, exhibiting more dispersed
performance without clear overall leaders. This underscores the effectiveness of finetuning to
improve both the linguistic quality and the numerical precision of generated captions, suggesting
a crucial step for developing robust captioning models.

7.5.1 Q&A Tasks

Figure 7.1 offers a visual summary of model performance on our Q&A tasks, while Table
7.3 provides the full results and discussion. Model performance is highly variable, with even
proprietary models occasionally failing to exceed random chance on specific tasks. No model
consistently outperforms others across all categories.

Models perform better on time series comparison tasks with binary choices, where the reduced
option space likely simplifies reasoning. We also observe a striking asymmetry between time series
matching and caption matching: identifying the correct time series for a caption is significantly
harder than the other way around. The most challenging task overall is plot matching, which
requires true cross-modal grounding. This difficulty underscores a core weakness in current
VLMs: the limited capacity to associate numerical patterns with corresponding visual features.
Proprietary models such as GPT-40 and Gemini 2.0 Flash outperform others across several




7.5. TIME SERIES CAPTIONING RESULTS 33

Table 7.2. Evaluation of generated captions. Numeric: numeric score. Mean/STD/Max/Min refer to
statistical inference accuracy. Bolded and underlined scores denote first and second places.

Model DeBERTa F1 SimCSE BLEU ROUGE-L METEOR‘Oracle‘Mean STD Max Min \Numeric
Proprietary

Gemini 2.0 Flash 0.688 0.858 0.137  0.318 0.279 | 0.724 | 0.651 0.916 0.985 0.917 | 0.677
Gemini 2.5 Pro Preview 0.668 0.845 0.08%8  0.267 0.284 0.689 | 0.494 0.667 0.994 0.971| 0.714
Claude 3 Haiku 0.682 0.856 0.112  0.291 0.300 0.671 | 0.693 0.735 0.977 0.898 | 0.623
Claude 3.7 Sonnet 0.661 0.845 0.083  0.257 0.272 0.663 | 0.707 0.925 0.985 0.923 | 0.613
GPT-40 0.681 0.865 0.112  0.284 0.296 0.705 | 0.700 0.778 0.990 0.921 | 0.644
Pretrained

InternVL 2.5 (8h) 0.659 0.794  0.081  0.247 0.260 0.601 | 0.610 0.920 0.949 0.794 | 0.589
InternVL 2.5 (38b) 0.688 0.868 0.129  0.305 0.331 0.683 | 0.784 0.640 0.966 0.887 | 0.685
LLaVA v1.6 Mistral 0.650 0.820 0.086  0.259 0.287 0.551 | 0.644 0.611 0.864 0.743| 0.517
LLaVA v1.6 34b 0.655 0.825 0.094  0.265 0.285 0.526 | 0.445 0.550 0.843 0.698 | 0.560
Phi-4 M.I. 0.624 0.797  0.074  0.274 0.239 0.543 | 0.457 0.443 0.942 0.859 | 0.583
Idefics 2 0.604 0.698 0.040  0.226 0.162 0.507 | 0.616 0.368 0.903 0.806 | 0.455
SmolVLM 0.594 0.693 0.044  0.224 0.178 0.474 | 0.747 0.446 0.864 0.705 | 0.474
QwenVL 0.643 0.890 0.082  0.249 0.261 0.494 | 0.565 0.257 0.822 0.657 | 0.504
QwenVL PAL 0.685 0.843  0.108  0.292 0.282 0.674 |0.903 0.549 0.980 0.942 | 0.613
Llama 3.2 Vision 0.671 0.850 0.118  0.290 0.315 0.598 | 0.594 0.666 0.952 0.877 | 0.685
Gemma 3 12b 0.676 0.867  0.097  0.279 0.317 0.654 | 0.653 0.578 0.957 0879.| 0.673
Gemma 3 27b 0.667 0.863 0.085  0.263 0.309 0.661 | 0.694 0.900 0.968 0.864 | 0.668
Finetuned

InternVL 2.5 (8b) 0.655 0.809 0.088  0.259 0.282 0.568 | 0.597 0.464 0.904 0.779 | 0.594
LLaVA v1.6 Mistral 0.758 0907 0285 0445 0.441 0.524 | 0.828 0.294 0.976 0.926 | 0.732
Phi-4 M.I. 0.662 0.821 0.010  0.285 0.279 0.605 | 0.645 0.641 0.965 0.877 | 0.607
Idefics 2 0.759 0.908 0.290 0.452 0.437 0.537 | 0.885 0.379 0.985 0.927 | 0.733
SmolVLM 0.613 0.781  0.091  0.269 0.265 0.536 | 0.590 0.297 0.898 0.777 | 0.643
QwenVL 0.643 0.790 0.082  0.249 0.260 0.494 | 0.565 0.257 0.822 0.657 | 0.504
Llama 3.2 Vision 0.667 0.844 0.111  0.283 0.310 0.592 | 0.502 0.619 0.955 0.867 | 0.668

metrics, with GPT-40 achieving the highest scores in caption, plot, and TS matching. Among
pretrained open-source models, Phi-4 M.I. shows strong performance, particularly in time
series and statistical reasoning (e.g., amplitude and mean comparison).

An analysis of the highlighted statistics reveals a striking contrast between the finetuned and
pretrained models. The finetuned model frequently produces highly confident yet incorrect
predictions, whereas the pretrained model demonstrates more caution, acknowledging that the
mean is lower than expected without attempting to estimate a specific value. This comparison
indicates that finetuning on the CaTS-Bench training set does not consistently enhance the
model’s capacity for accurate statistical inference and may, in some cases, promote overconfidence.
Notably, certain proprietary models are now reaching, and at times even surpassing, human
performance on specific subsets of tasks. While this signals exciting progress in the field, it also
highlights the nuances of human cognitive performance, particularly under conditions where
distraction might occur. It is vital to note, however, that no singular model has consistently
achieved near-human proficiency across the entirety of the benchmark’s demands. The plot
retrieval task, in particular, stands out as a significant hurdle, robustly affirming the unparalleled
human capacity for holistic visual-numerical integration, a critical frontier for time series
understanding.

Finetuning on the captioning task yields mixed results: while some models (e.g., Phi-4 M.I.,
Idefics 2) show notable gains in specific sub-tasks, others exhibit consistent performance drops.
Notably, finetuning often fails to improve Q&A accuracy and may even degrade it, likely due
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Figure 7.1. Model accuracy across Q&A sub-tasks. Proprietary models perform best, pretrained models

lag behind, and finetuned models struggle across all tasks.

to task misalignment and catastrophic forgetting, as caption generation and multiple-choice
reasoning require related but distinct skills. These outcomes highlight the risk of overfitting and

reduced generalization, particularly when training data lacks linguistic diversity.
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Table 7.3. Model accuracy for time-series Q&A tasks. Bolded and underlined scores respectively denote
first and second places (excluding human performance). Caption/Plot/TS refer to caption, plot,
and time series matching. Amplitude/Peak Earlier/Mean/Variance refer to amplitude, peak, mean,
and variance comparison. Green and Red indicate improvement and degradation after finetuning,

respectively.
Model Caption Plot TS | Amplitude Peak Earlier Mean Variance
Proprietary
Gemini 2.0 Flash 0.78 0.30 0.61 0.8 0.42 0.7 0.62
Gemini 2.5 Pro Preview 0.66 0.30 0.31 1.0 1.0 1.0 0.85
Claude 3 Haiku 0.68 0.29 0.57 0.65 0.40 0.53 0.33
Claude 3.7 Sonnet 0.72 0.31 0.56 0.75 0.375 0.575 0.4
GPT-40 0.96 0.31 0.77 0.825 0.725 0.7 0.625
Pretrained
InternVL 2.5 0.55 0.17 0.49 0.60 0.47 0.45 0.40
LLaVA v1.6 Mistral 0.39 0.27 0.32 0.45 0.45 0.42 0.45
Phi-4 M.I. 0.62 0.29 0.45 0.7 0.82 0.68 0.7
Idefics 2 0.49 0.25 0.29 0.35 0.4 0.4 0.5
SmolVLM 0.26  0.34 0.28 0.4 0.48 0.44 0.6
QwenVL 0.68 0.27 0.61 0.7 0.5 0.6 0.4
Llama 3.2 Vision 0.66 0.24 0.27 0.45 0.63 0.43 0.3
Finetuned
LLaVA v1.6 Mistral 0.44 0.25 0.29 0.43 0.53 0.35 0.4
Phi-4 M.I. 0.59 0.29 0.45 0.83 0.88 0.7 0.55
Idefics 2 0.33 0.23 0.29 0.58 0.38 0.5 0.63
SmolVLM 0.18 0.26 0.29 0.28 0.48 0.38 0.58
QwenVL 0.55 0.25 0.43 0.7 0.4 0.58 0.58
Llama 3.2 Vision 0.66 0.24 0.27 0.4 0.6 0.43 0.33

Human 0.81 0.95 0.83 0.925 0.85 0.95 0.90
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Chapter 8

Ablations

8.1 Role of the Visual Modality

We conduct two additional experiments to investigate how VLMs handle the visual modality for
TSC.

Visual Modality Ablation

We perform a modality removal experiment by stripping away the time series plot and providing
only the associated textual metadata and the numerical values of the time series. This quantifies
the contribution of the visual channel and enables a better understanding of the model’s
captioning performance. We evaluate a selected subset of pretrained baselines to assess their
intrinsic reliance on vision. We first provide a heatmap of performance differences with and
without the visual input, and the full results are then reported in the subsequent Table 8.1.
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Figure 8.1. Heatmap for performance differences between VL (vision-language input) and L (text-only
input) inputs across various metrics and models. Each cell shows the score A = VL — L with positive
(blue) indicating improvement from visual input and negative (red) indicating degradation.
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Table 8.1. Evaluation of generated captions under modality ablation. Each metric is split into two
columns: VL (vision-language input) and L (text-only input).

Model DeBERTa F1 SimCSE BLEU ROUGE-L METEOR Oracle Numeric
VL L VL L VL L VL L vVL L VL L VL L
InternVL 0.659 0.677 0.794 0.854 0.081 0.113 0.247 0.283 0.260 0.317 0.601 0.598 0.589 0.636
QwenVL 0.643 0.648 0.790 0.802 0.081 0.090 0.249 0.258 0.260 0.274 0.493 0.485 0.503 0.520
Phi-4 M.I. 0.624 0.674 0.797 0.845 0.074 0.118 0.274 0.290 0.239 0.306 0.543 0.582 0.583 0.634
SmolVLM 0.594 0.603 0.692 0.758 0.043 0.068 0.224 0.244 0.178 0.257 0.473 0.511 0.473 0.565
Llama 3.2 Vision  0.670 0.669 0.850 0.849 0.117 0.110 0.290 0.275 0.314 0.313 0.597 0.544 0.684 0.598
Idefics2-8B 0.604 0.632 0.698 0.816 0.040 0.080 0.225 0.258 0.161 0.270 0.507 0.564 0.454 0.585

LLaVA v1.6 Mistral 0.650 0.648 0.820 0.824 0.086 0.098 0.259 0.261 0.287 0.286 0.551 0.572 0.517 0.532
Claude 3 Haiku 0.682 0.676 0.856 0.853 0.112 0.117 0.291 0.287 0.300 0.298 0.671 0.653 0.628 0.609
Gemini 2.0 Flash ~ 0.688 0.698 0.858 0.871 0.137 0.175 0.318 0.343 0.279 0.328 0.724 0.723 0.677 0.684

Our experiments suggest that the additional contribution of the visual modality to caption
quality is modest for most models. As shown in Figure 8.1, most models show only marginal
performance drops—or even slight gains—when the time series plot is removed, suggesting
a strong dependence on textual priors over visual understanding. In particular, models such
as Idefics2, Phi-4 M.I., and QwenVL perform better in text-only settings in semantic and
lexical metrics, indicating that generation is largely driven by language pretraining or instruction
tuning rather than true visual interpretation. Proprietary models such as Gemini 2.0 Flash
and Claude 3 Haiku maintain strong performance with visual input, but the performance gap
(A) remains modest, underscoring the underuse of plot-based information. Interestingly, numeric
and oracle scores tend to decline when visual input is removed, hinting at weak but present
reliance on plot structure for numeric reasoning. These results point to a subtle yet important
misalignment: models are exposed to visual data but often fail to meaningfully attend to or
reason with it.

Visual Attention Analysis

We display the attention maps to localize the focus of VLMs on the plot while generating captions.
This qualitative analysis clarifies the reliance on visual cues versus textual priors.

Interpreting visual grounding in large multimodal models is non-trivial. as not all of them
expose interpretable cross-modal attention mechanisms. We attempt this using the LLaVA
model, which provides access to decoder-level cross-attention weights over vision tokens. We
adapt the approach in Zhang for the LLaVA 1.6 model.

We visualize per-token visual grounding via the following steps. For each generated token, we
extract the decoder cross-attention matrix Ay, € RTXV, where T is the number of generated
tokens and V is the number of vision tokens.

Next, we zero out the attention to the beginning-of-sequence token and normalize each row:

- 0, if v = <bos>
Allm [tv /U] = Anm[t,’u]
Zv/ Allm[tvv/] ’

(8.1)

otherwise

From the CLIP style vision encoder, we extract attention matrices AE,ll)t € RV>*V from multiple
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time hour significant

shows average increase

Figure 8.2. Word-level attention maps for the top six tokens from LLaVA v1.6 Mistral on a time
series plot.

layers and average them:

_ 1 L
Avie=—> Al (8.2)
L =1

For each token ¢t we compute its attention-weighted vision token distribution and project it back
to the 2D image grid:

H; = Upsample (reshape(Hy, grid)) (8.3)

The projected map H, is rendered as a heatmap and overlaid on the original image. This allows
inspection of which visual regions contribute to each generated token.

Figure 8.2 shows LLaVA v1.6 Mistral exhibiting minimal visual grounding in time series
captioning. Attention is largely uniform across vision patches, indicating learned parameters
mostly disregard visual cues. While some tokens show localized attention to the trend on the
line plot, these are rare and inconsistent. These results provide weak evidence of localized visual
grounding in TSC.
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8.2 Additional Attention Analysis

In this section, we perform additional ablations to visualize how the model reasons and attends
over the visual plot for the task of time series captioning.

We compare the generated captions with and without explicitly providing the numeric time
series data as input to the model in the prompt. As seen in Figure 8.3, when a numeric time
series is included, the model is able to attend to values rendered on the plot and reference them
in the caption. However, it still produces several factual and interpretative errors. Notably, it
describes the trend as “increased steadily,” despite the clear dip in 2014 and a decline post-2017.
It also incorrectly identifies 2018 as the year of the peak value 102.48, while the actual peak
occurs in 2017. Similarly, the slight dip is misattributed to 2016 instead of the correct year 2014.
In contrast, when the numeric series is removed from the input, the generated caption becomes
significantly more erroneous. The model fabricates plausible-sounding but incorrect values, for
example, claiming the index reached 90.5 in 2009 and spiked to 105 in 2014, neither of which
is present in the actual plot. This suggests that the absence of explicit numeric context forces
the model to hallucinate plausible trajectories based solely on the shape of the line plot. While
both versions demonstrate limitations in temporal precision, the numeric-aware caption is more
grounded and less prone to hallucinating specific values.
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Generated Caption (With Numeric Time Series)

The time series plot shows the yearly aggregated input index
(2015=100) in El Salvador from 2009 to 2018. The index com-
prises the components land, labor, capital, and materials. The
plot shows a general upward trend, with a slight dip in 2016.
The index has increased steadily over the years, reaching a peak
of 102.48 in 2018. This indicates that the country’s economy has
been growing, and the input index has been increasing, which
could be a sign of economic development and growth.

Generated Caption (Without Numeric Time Series)

The time series plot shows the yearly aggregated input index
(2015=100) in El Salvador from 2009 to 2018. The index com-
prises the components land, labor, capital, and materials. The
plot displays a general upward trend, with a noticeable increase
in the index from 2009 to 2018. In 2009, the index was at 90.5,
and it gradually increased to reach 100 in 2010. From 2010 to
2018, the index continued to rise, with a notable spike in 2014,
when it reached 105. The index then settled back to around 100
in the following years.

Figure 8.3. Comparison of generated captions with and without numeric time series input. The
numeric-aware model still produces factual errors but performs better than the numeric-agnostic
version, which fabricates values entirely.

We also observe, as visualized in Figure 8.4 and Figure 8.5, that the model exhibits diffuse and
non-discriminative attention across most output tokens in both cases. However, for a subset
of tokens that correspond directly to textual or numeric content visually rendered in the plot,
the attention becomes notably more focused and spatially localized. Many tokens receive sharp
attention centered along the x-axis or near visible tick marks, indicating that the model is
leveraging superficial visual-textual alignment for anchoring references. This behavior suggests
that the model’s visual grounding is heavily biased toward regions with explicitly rendered text
rather than structurally meaningful visual patterns. While this can help reinforce alignment in
some contexts, it also contributes to errors: hallucinated values receive attention despite not
being present in the plot, and abstract inferences are made without strong visual evidence. This
reveals a key insight: the model’s visual attention is driven more by what looks prominent on
the plot (like tick marks or text) than by what is semantically important (like the actual data
trend). This becomes especially problematic when numeric inputs are removed, as the model
relies on visual cues that may not reflect the true meaning of the data.
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plot year 2009 2018

2016 increased peak

Figure 8.4. Word-level attention maps from LLaVA v1.6 Mistral on a time series plot with numeric
time series present in the prompt.

plot 2009 2018

increased 2010 rise

2014 105 settled growing

Figure 8.5. Word-level attention maps from LLaVA v1.6 Mistral on a time series plot without numeric
time series present in the prompt.
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8.3 Statistical Inference Failures & Success

Previously, we mentioned that finetuned models often become overconfident when inferring
statistical properties such as means and standard deviations, despite lacking the capability to
compute them accurately. In this section, we present two concrete cases that illustrate this
overconfidence in practice, and one case where the finetuned model actually successfully inferred
the statistics.

8.3.1 Case 1: Failure

The following error case shows the finetuned LLaVA v1.6 Mistral erroneously attempting to
infer the time series mean, while its pretrained version does not. We compare the captions
generated by both versions of the model against the numerically grounded reference caption.

Ground-Truth Caption

The Total Factor Productivity (TFP) index for Malawi from 2008 to 2017 reveals notable fluctuations, starting
at 85.99 in 2008 and peaking at 110.47 in 2017, with 2015 set at 100.0. There’s an initial rise from 2008 to
2009, followed by some volatility before a significant jump to 107.82 in 2013, indicating a period of strong
productivity growth, and the mean of 98.93 for this period is significantly higher than the historical mean
of 61.88, suggesting a period of above-average productivity compared to Malawi’s longer-term performance.
Without global or regional TFP data for comparison, it’s impossible to assess whether these trends are higher,
lower, or follow expected patterns.

Caption from Pretrained Model

The time series for Malawi’s Total Factor Productivity index shows a generally upward trend from 2008 to
2017, with some fluctuations. The index starts at 85.99 in 2008 and reaches a peak of 110.47 in 2014. It then
experiences a decline, dropping below 100 in 2015 and 2016. In 2017, the index shows a slight increase, reaching
100.06. Compared to global or regional norms, Malawi’s productivity index appears to be lower than expected,
suggesting a need for economic development and productivity enhancement strategies.

Caption from Finetuned Model

From 2008 to 2017, Malawi’s Total Factor Productivity index (2015=100) exhibited considerable volatility,
starting at 85.99 in 2008 and ending at 110.47 in 2017. The index experienced a notable increase from 2008 to
2010, rising from 85.99 to 95.76, followed by a dip to 91.75 in 2011, before generally trending upwards with some
fluctuations. Compared to the historical mean of 94.84, the mean of this specific time series is moderately higher
at 99.88, suggesting a period of relatively stronger productivity growth than the broader historical context.

Figure 8.6. Case 1: finetuned model attempts to infer the mean, but it fails. Compare the bolden
values.

We observe that, while the pretrained model refrains from inferring the mean of the time series,
displaying a form of "self-awareness" about its limitations, the finetuned model tends to make
confident guesses. This behavior underscores a key limitation of the cross-entropy loss objective.
Since ground-truth captions often include the time series mean, the model can reduce its loss
by always attempting to predict them, as numbers are treated like any other token. When the
model generates captions with sentence structures resembling those in the ground truth, even
erroneous guesses of these statistics incur less loss than omitting them entirely.

8.3.2 Case 2: Failure

The following error case presents one scenario where the finetuned LLaVA v1.6 Mistral also
attempts to infer the standard deviation of the time series. Again, we compare the captions
generated by the pretrained and finetuned versions of the model against the ground-truth
caption.
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Ground-Truth Caption

From 2016 to 2019, the number of severe motorcycle injuries in San Luis Obispo County showed a decreasing
trend, starting at 32 in 2016 and declining to 23 by 2018. This contrasts with the average California county, which
saw an increasing trend over the same period. The mean number of injuries in San Luis Obispo (27.67) was
slightly higher than the average California county, but the standard deviation (3.68) indicates more variability in
San Luis Obispo’s numbers. The decline in San Luis Obispo is a moderate deviation from the statewide trend.

Caption from Pretrained Model

The time series shows a downward trend in the number of severe injuries on the road in Santa Barbara County
from 2016 to 2019, with a significant drop from 194.0 in 2016 to 146.0 in 2019. This represents a 27.8% decrease
in the number of severe injuries over the three-year period. The trend is consistent and shows a clear pattern of
decline. Compared to global or regional norms, the number of severe injuries in Santa Barbara County appears
to be lower than expected, indicating a positive trend in road safety in the area.

Caption from Finetuned Model

From 2016 to 2019, the number of severe road injuries in Santa Barbara County showed a decreasing trend,
starting at 194 in 2016 and declining to 146 by 2019. This represents a 22% decrease over the four-year period.
Compared to the average California county, which experiences a significantly higher mean of 300 severe injuries,
Santa Barbara County’s numbers are notably lower. The standard deviation of 19.79 in Santa Barbara indicates
less variability in the number of severe injuries compared to the average California county, whose standard
deviation is 48.7.

Figure 8.7. Case 2: finetuned model attempts to infer the mean and standard deviation, but it fails.
Compare the bolden values.

By examining the highlighted statistics, it is evident that the finetuned model’s guesses are
significantly inaccurate, yet presented with high confidence. In contrast, the pretrained model
exercises caution, stating that the mean is lower than expected without attempting to provide a
specific value. This comparison suggests that finetuning on the CaTS-Bench training data does
not consistently improve the model’s ability to perform accurate statistical inference—and may
even encourage overconfident predictions.

8.3.3 Case 3: Success

The following is a success case where the finetuned Idefics 2 is able to infer the time series
mean accurately with a negligible error. We compare the captions generated by the pretrained
and finetuned versions of the model against the ground-truth.
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Ground-Truth Caption

The death rate in Papua New Guinea from 2017 to 2021 shows a relatively stable trend, fluctuating around a
mean of 6.52 deaths per 1000 people, with a slight dip to 6.4 in 2020 and a peak of 6.68 in 2021. Compared to
the global average, which steadily increased from 7.53 in 2017 to 8.57 in 2021, Papua New Guinea’s death rate
is significantly lower. While the global death rate saw a notable increase, particularly between 2020 and 2021,
Papua New Guinea’s rate remained relatively consistent, indicating a different trajectory than the global trend.

Caption from Pretrained Model

The yearly death rate in Papua New Guinea has been increasing since 2017. In 2017, the death rate was 6.51, and
it has been increasing since then. In 2021, the death rate was 6.68, which is the highest value in the time series.

Caption from Finetuned Model

From 2017 to 2021, the death rate in Papua New Guinea, a lower-middle-income country, fluctuated slightly,
ranging from a low of 6.40 in 2020 to a high of 6.68 in 2021. The average death rate during this period was 6.49,
with a standard deviation of 0.1, indicating relatively stable numbers. Compared to the global average death
rate, which decreased from 7.57 to 7.16 over the same period, Papua New Guinea’s death rate was significantly
lower and showed no clear downward trend.

Figure 8.8. Case 3: finetuned model successfully infers the mean and standard deviation within negligible
error. Compare the bolden values.

Interestingly, the issue of statistical overconfidence appears to be model-specific, as different
models exhibit varying behaviors after fine-tuning. In this case, the finetuned Idefics 2 was
able to infer both the mean and the standard deviation with reasonable accuracy, when even the
ground-truth caption did not explicitly include the standard deviation. This signals that some
models benefit more from finetuning on our training data.
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Chapter 9

Conclusions

9.1 Conclusion

We introduce CaTS-Bench, a large-scale, multimodal benchmark for time series captioning
and reasoning, integrating real-world time series data, rich metadata, plot images, numerically
grounded captions from an oracle, and Q&A tasks to enable robust evaluation of VLMs on
time series captioning and understanding. Our evaluations reveal that proprietary models
generally outperform open-source models on time series captioning. Finetuned open-source
models, however, can often match or even surpass proprietary models on linguistic metrics
when trained specifically for caption generation, while also occasionally excelling in numerical
metrics. Moreover, we identified a misalignment between captioning and Q&A tasks, where
improvements in one skill do not transfer to the other, and captioning-focused finetuning can
actually harm Q&A performance. Most models also show minimal reliance on visual inputs,
performing similarly when visual input is removed, indicating heavy dependence on textual
priors. On the landscape of time series analysis, CaTS-Bench lays the groundwork for future
research on enhancing numerical fidelity, cross-modal alignment, and finetuning strategies,
ultimately aiming to advance models that can generate accurate, grounded, and insightful
narratives from complex time series data. Our dataset is publicly accessible on Hugging Face at
https://huggingface.co/datasets/neurips2025submission/CaTS-Bench.


https://huggingface.co/datasets/neurips2025submission/CaTS-Bench
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